Evolution and Functions of Long Noncoding RNAs
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RNA is not only a messenger operating between DNA and protein. Transcription of essentially the entire eukaryotic genome generates a myriad of non-protein-coding RNA species that show complex overlapping patterns of expression and regulation. Although long noncoding RNAs (lncRNAs) are among the least well-understood of these transcript species, they cannot all be dismissed as merely transcriptional "noises." Here, we review the evolution of IncRNAs and their roles in transcriptional regulation, epigenetic gene regulation, and disease.

Eukaryotic genomes are not the simple, well-ordered substrates of gene transcription that was once believed. We now know them to transcribe a broad spectrum of RNA molecules, ranging from long protein-coding mRNAs to short noncoding transcripts, which frequently overlap or are interleaved on either strand (Figure 1). If RNA types were to have their own color, each eukaryotic genome would continuously be emitting a riot of hues, with some regions radiating across the entire spectrum as, for example, development unfolds. Although untranscribed nucleotides in genomes are rare, alternative combinations of exons are widespread. The large proportion of a eukaryotic genome that is transcribed thus produces a huge array of RNA molecules differing in size, abundance and protein-coding capability.

In stark contrast to this diversity of RNA species, only a small number of non-protein-coding transcripts currently have experimentally-derived functions. Moreover, only rarely have disease-associated mutations been identified outside of protein-coding genes. Might, therefore, this colorful pageant of genomic transcription be a mirage? Might much of a genome’s repertoire of non-protein-coding transcripts be inconsequential transcriptional "noise"? Here, we review evidence for whether pervasive transcription is consequential, drawing first upon evolutionary signatures of functionality in genome sequences, and then upon experimental findings about the functions of noncoding transcripts, particularly with respect to transcriptional regulation. We will focus on long noncoding RNAs (lncRNAs, >200 nucleotides) that are, perhaps, the least well-understood products of transcription from genomes.

Defining lncRNAs simply on the basis of size and lack of protein-coding capability is intellectually far from satisfying. However, the ease by which these transcripts can now be sequenced, together with our current imperfect understanding of their functions, explain the need for such a broad categorization of what are likely to be functionally heterogeneous molecules. There is sense, too, in defining noncoding transcripts by their absence of protein-coding capacity given that our ability to identify protein-coding transcripts has improved immeasurably in recent years. (Methods that seek to distinguish coding from noncoding transcripts are reviewed elsewhere; see Dinger et al., 2008.) As the predicted numbers of protein-coding genes present in mammalian genomes have tumbled in recent years, the realization has grown that many long, previously wrongly annotated protein-coding genes, instead represent nonprotein-coding transcripts (Ponting, 2008). It is true that an unknown fraction of these transcripts might, indeed, encode (particularly small) proteins, hence some would prefer them labeled as “transcripts of unknown function” (TUFs) (Cheng et al., 2005). Others describe sets of transcripts that share expressed regions and splicing events, transcription start sites or termination events as “transcriptional frameworks” (Carninci et al., 2005). For the purposes of this Review, we shall describe as noncoding RNAs all transcripts that have neither experimental nor evolutionary evidence for an open reading frame encoding a functional protein.

Pervasive Transcription

It is expected that at some time, and in at least one cell type, virtually every euchromatic nucleotide in the human euchromatic genome will be transcribed (Birney et al., 2007). Nevertheless, only a small proportion (~5%–10%) of the genome is covered by sequences of mRNAs and spliced noncoding RNAs that are stably transcribed in cell lines (Bertone et al., 2004; Cheng et al., 2005; Kapranov et al., 2007a). Of these sequences, the vast majority, however, do not encode protein. Rather, they represent untranslated sequences within transcripts emanating from protein-coding loci or else from loci without protein-coding capacity. Only ~1% of the human genome encodes proteins, leaving another ~4%–9% that is transcribed but yet whose functions are unknown.

The near ubiquity of transcription across genomes has been demonstrated by diverse methods, including whole genome tiling arrays and transcriptome sequencing (reviewed in Kapranov et al., 2007b). It has also been shown for diverse eukaryotes...
ranging from plants to animals and, most recently, to fungi such as the fission yeast *Schizosaccharomyces pombe* (Dutrow et al., 2008; Wilhelm et al., 2008) and the budding yeast *Saccharomyces cerevisiae* (Nagalakshmi et al., 2008). Genome-wide transcription thus appears to have been prevalent among many, if not all, eukaryotes since their last common ancestor over a billion years ago.

In mammals, transcription on a genome-wide scale is achieved using a breathtaking number of transcription events. Approximately 180,000 mouse cDNAs have been identified that, together with a similar number of core promoters, are distributed among 44,000 transcript clusters (Carninci et al., 2005; Carninci et al., 2006). By way of contrast, the mouse genome contains only ~20,210 protein-coding gene loci (L. Goodstadt and C.P.P., unpublished data). A large number of promoters have been inferred from the mapping to the genome of short sequence tags derived from the capped 5′ ends of cDNAs (Carninci et al., 2005). These CAGE (cap analysis of gene expression) tags were located, as expected, at the 5′ ends of well-established protein-coding genes. However, they were also found in more exotic locations, including within exons and, increasingly, toward the ends of the 3′ ends of untranslated regions (UTRs) of coding transcripts (Carninci et al., 2005). For most such CAGE tags, it is unknown whether each tag represents a long or a short RNA, whether this RNA is expressed in few or many tissues, and whether or many developmental stages.

A genome’s transcriptional repertoire is made even more complex by different combinations of exons and polyadenylation sites. The majority of protein-coding genes, and ~30% of non-coding RNAs, produce at least one alternative transcript that samples different exon combinations (Kampa et al., 2004; Ravasi et al., 2006). Moreover, about half of human or mouse genes exhibit alternative polyadenylation among their transcripts (Tian et al., 2005). As a result, each defined 3′ end of a transcript has, on average, 1.3 start sites; conversely, each 5′ end has an average of 1.8 3′ ends (Carninci et al., 2005).

Genome-wide transcription thus produces a complex population of transcripts, some that are overlapping, others entirely distinct; some that are same strand, others opposite strand; and, some that encode proteins, whereas others do not. What, then, is a gene (Gerstein et al., 2007; Gingeras, 2007)? One previous definition is that it is a genomic region that, when transcribed, produces a polyadenylated mRNA that encodes a protein. Observations that coding and noncoding transcripts are intertwined in a rich tapestry suggest that this definition needs revision, perhaps by insisting that transcripts, not genes, are the operational unit of a genome (Gingeras, 2007).

Of all these transcripts, it has been those that are protein-coding, rather than non-coding, that have been the principal focus of experimental biology yet, surprisingly, clusters of overlapping noncoding transcripts are more numerous in the mouse genome than coding transcript clusters (Carninci et al., 2005). Protein-coding loci tend to be expressed at high levels, whereas larger numbers of non-protein-coding loci are expressed, sometimes in a regulated manner (see below), at lower levels, suggesting that noncoding RNAs represent cryptic signals that control complex developmental processes (Mattick and Makunin, 2006). If this is so, then proof is required that large numbers of these transcripts are functional in vitro and in vivo, that their expression is regulated, that they have been the subject of selection, and perhaps also, for some, that they contain folded RNA secondary structures.

It is important to emphasize that evidence for functions of lncRNAs remains scant. This may reflect current limitations in experimental tools available to elucidate lncRNA mechanisms, or it may indicate that lncRNAs contribute in only a minor capacity to the functional repertoire of a genome. In the interim, before this issue is finally settled, we should take care not to conclude that pervasive transcription necessarily implies an abundance of functional lncRNAs. Furthermore, we ought not to make sweeping generalizations about molecular mechanisms on the basis of a few, albeit well-established, case studies.

### Long Noncoding RNAs

Classes of noncoding transcripts can be divided between housekeeping noncoding RNAs and regulatory noncoding RNAs. Housekeeping noncoding RNAs include ribosomal, transfer, small nuclear and small nucleolar RNAs and are usually expressed constitutively. Among short regulatory noncoding RNAs are microRNAs, small interfering RNAs and Piwi-associated RNAs (see Reviews by R.W. Carthew and E.J. Sontheimer on page 642 and C.D. Malone and G.J. Hannon on page 656 of this issue). Most transcribed, yet not protein-coding, sequence, however, is associated with lncRNAs (Mackie and Makunin, 2006). These may be located within nuclear or cytosolic fractions, may or may not be polyadenylated, and are often transcribed from either strand within a protein-coding locus (Birney et al., 2007; Carninci et al., 2005). A database providing expression and other information on mammalian lncRNAs has recently become available (Dinger et al., 2009).
Before considering their potential for functionality, it is important to consider whether a large proportion of proposed IncRNAs are, instead, artifacts of either experiment or computation. Among mouse transcripts assigned as noncoding RNAs in the FANTOM2 set, very few (<2%) have both long open reading frames and suppression of nucleotide substitutions at putative nonsynonymous sites, attributes that would otherwise indicated coding capability (Ravasi et al., 2006). These noncoding RNAs also tend to be shorter and to have fewer introns than protein-coding transcripts (Ravasi et al., 2006), again arguing for an absence of coding capacity. Although few of the FANTOM2 noncoding RNAs appear to represent contamination from genomic DNA, up to 30% may represent fragments of unprocessed pre-mRNAs (Ravasi et al., 2006). The majority of this set thus appear to represent bona fide transcripts, a view that is corroborated by frequent regulation of their expression levels (Casley et al., 2004; Ravasi et al., 2006).

An IncRNA can be placed into one or more of five broad categories: (1) sense, or (2) antisense, when overlapping one or more exons of another transcript on the same, or opposite, strand, respectively; (3) bidirectional, when the expression of it and a neighboring coding transcript on the opposite strand is initiated in close genomic proximity; (4) intronic, when it is derived wholly from within an intron of a second transcript (although these, as noted above, sometimes may represent pre-mRNA sequences), or (5) intergenic, when it lies within the genomic interval between two genes (Figure 1).

Between 5 and 30% of transcriptional units in diverse eukaryotes have been found to harbor cis-natural antisense transcripts (cis-NATs); the exact proportion is strongly dependent on the quantity of transcriptome sequence considered (Lapidot and Pipel, 2006). When, for example, the large human CAGE tag dataset is analyzed, each protein-coding locus is associated with an average of nearly 6 cis-NATs (Conley et al., 2008). A cis-NAT may function by forming a double-stranded RNA with its complementary sense RNA to subsequently regulate transcription levels. However, several other antisense mechanisms are known, principally those involving transcriptional interference or the regulation of monoallelic expression (see below). These mechanisms imply that sense-antisense transcript pairs should be more coexpressed and more inversely expressed than expected by chance. Although such weak tendencies have been observed (Chen et al., 2005), individual sense-antisense pairs often exhibit more complex and irregular patterns of expression (Mercer et al., 2008).

Of the large numbers of intronic IncRNAs that have been proposed (Louro et al., 2008) many may, instead, be pre-mRNA fragments (see above). In one study, ~80% of such noncoding RNAs appear not to be expressed, at least in the three tissues studied (prostate, kidney and liver) (Louro et al., 2008). Those that are transcribed may yet be found as alternative, and perhaps coding, exons within rarely-expressed transcripts of protein-coding genes. Nevertheless, some intronic noncoding RNAs whose expression profiles contrast with those of their host protein-coding gene have been reported (Mercer et al., 2008). Such instances, particularly the 27% of those noncoding RNAs whose nucleotide sequences are conserved (Mercer et al., 2008), deserve further experimental investigation.

Even when compared to other noncoding RNAs, molecules for which we know next-to-nothing, intergenic noncoding RNAs remain a complete mystery. Those that are transcribed away from protein-coding loci appear to have little opportunity to cis-regulate transcription within such loci. It appears unlikely that many of these act in trans by forming triplexes with double-stranded DNA, as they rarely show strong complementarity to sequence elsewhere in the genome. They may, however, often act in trans within large ribonucleoprotein complexes. Many intergenic noncoding RNAs are transcribed in close proximity to protein-coding genes (Bertone et al., 2004) and these are more likely to act in cis, perhaps through transcriptional interference (see below). About half of the intergenic noncoding RNAs in one study are transcribed near (<10kb) to protein-coding genes (Ponjavic et al., 2007). These, perhaps, represent the best candidates for investigating the transcriptional regulation of neighboring genes.

**Transcriptional Noise?**

How many of these vast numbers of IncRNAs are functional, and how many represent “noisy” inconsequential transcription, such as from selectively unconstrained promoters that have arisen serendipitously in genomic sequence? This question cannot be addressed experimentally until we have accumulated diverse instances of the molecular mechanisms of noncoding RNAs (see below). In the meantime, it can be addressed theoretically by considering how sequence that is not functional is expected to evolve over long periods of time. If most IncRNAs result from transcriptional noise then it is expected that: (a) their expression would not vary from one tissue to another, or between developmental time-points; and, (b), their rates of sequence change would not differ from those of other sequences, such as transposable elements, that almost always have evolved neutrally.

In studies that detect transcripts whose expression differs among tissues, or over time, or in response to retinoic acid, comparable proportions of noncoding RNAs and mRNAs have been found (Casley et al., 2004; Ravasi et al., 2006). Although this implies that, like mRNAs, the expression of such noncoding RNAs may be regulated, formally it remains possible that this regulation is fortuitous and thus not necessarily under selective constraint. To consider this, Khaitovich et al. (2006) compared the evolution of expression levels between and among humans and chimpanzees. They considered that if intergenic noncoding RNAs were not under selection then their expression diversity and divergence patterns would be the same among three tissues (brain, heart, and testis). Their observation, instead, that these patterns differed between these tissues was interpreted as indicating that intergenic transcripts possess functional roles. Intergenic noncoding RNAs represented half of all sequences showing differential expression between these two primate species. Although genetic drift may also contribute greatly to this expression level diversity, Khaitovich et al. (2006) propose that intergenic IncRNAs may have contributed as many functional changes to these two primate lineages as have protein-coding genes.

Evolutionary studies initially concluded that noncoding RNA sequences bear no evidence of functionality because they
appear as poorly conserved as other intergenic sequences (Pang et al., 2006; Wang et al., 2004). More recently, Ponjavic et al. (2007) described how a set of 3122 full-length noncoding RNAs exhibits signatures of functionality that are more usually associated with protein-coding genes. These noncoding RNAs show reduced nucleotide substitutions, insertions and deletions, both within their promoters and within their sequences; moreover, their dinucleotide splice sites are more frequently conserved than expected by chance. By contrast, transposable element sequences within these noncoding RNAs show no evidence for reduced nucleotide substitution. Thus, these noncoding RNAs seem to include many whose nonrepetitive sequences have been under constraint to preserve transcription, sequence and splicing over many tens of millions of years, the period of time necessary for reductions in evolutionary rates to become apparent.

Compared with protein-coding sequence, however, noncoding RNA sequence tends to be only weakly constrained. Traditionally, constraint is estimated from the nucleotide substitution rate in functional sequence as a proportion of the rate in neutral, unconstrained sequence. For proteins, on average, this ratio is ~10%, whereas for the set of 3122 full-length, and mainly intergenic, noncoding RNAs it is ~90%–95% (Ponjavic et al., 2007). One interpretation of this is that considerably more nucleotide substitutions are deleterious in protein-coding sequence compared with noncoding sequence. This would not be too great a surprise given the stringent thermodynamic, structural and functional constraints on protein sequences.

A new study recapitulates these earlier findings that IncRNAs are frequently under constraint (Guttman et al., 2009). Another interpretation of the frequently low sequence conservation of noncoding RNAs is that they may be frequently acted upon by positive selection (Hyashizaki, 2004; Pang et al., 2006). This, however, appears unlikely as only one example of positive selection on IncRNAs, resulting from Darwinian evolution, has been proposed. HAR1F, a noncoding RNA, was identified as the single region of the human genome that has undergone the most rapid sequence change in the human lineage since our last common ancestor with chimpanzees (Pollard et al., 2006). HAR1F is expressed specifically in Cajal–Retzius neurons in the developing human neocortex, thus providing support for claims that its rapid evolution has contributed to human-specific alterations in brain size and function. However, more recent scrutiny has indicated that it is not frequent episodes of adaptive evolution that has driven the evolution of HAR1F, and other similar regions of the human genome. Instead, rapid change has resulted from recent and local increases in the underlying mutation rates of these regions via the recombination-driven process of biased gene conversion (Dreszer et al., 2007; Galtier and Duret, 2007). This mutational process is distinguished from directional selection in that substituting nucleotides are more frequently G or C nucleotides than they are A or T nucleotides. In the biased gene conversion model, a high substitution rate results in frequent deleterious changes in HAR1F; these mutations can be compensated by subsequent nucleotide substitutions that tend to restore RNA secondary structure. In short, it appears more likely that human HAR1F has evolved rapidly not because these substitutions, when considered together, have been advantageous along the Homo sapiens terminal lineage. Rather, HAR1F’s rapid evolution results from frequently introduced deleterious changes that are often then “repaired” by subsequent mutations.

The evolutionary arguments, advanced above, suggest that a large, but as yet unknown, number of noncoding RNAs are not solely the product of transcriptional noise. Nevertheless, transcriptional noise has indeed been observed, in the form of the expression of one gene, coupled to the transcription of another lying within a radius of ~100 kb along the mouse genome (Ebisuya et al., 2008). This “rippling” of transcription occurs unevenly along adjacent sequence: it appears to be highly specific to loci with previous evidence of transcription, rather than inducing transcriptional events uniformly across chromosomal sequence. Rippling is induced irrespective of whether transcription is initiated at a coding or noncoding locus (Ebisuya et al., 2008). This effect may thus explain, at least in part, similarities in coexpression patterns between noncoding RNAs and mRNAs that are transcribed from adjacent genomic loci.

**Origins of IncRNAs**

As most noncoding RNAs are subjected to a low degree of evolutionary constraint (that is, purifying selection) only a small minority exhibit sequence conservation between species as diverse as mammals and fish, for example. Nevertheless, a limited phylogenetic range of noncoding RNAs might also be explained if they emerge and decline rapidly within particular lineages (Hyashizaki, 2004). If so, then noncoding RNA genes would evolve very differently from protein-coding genes that arise, virtually in every case, by a process of partial or wholesale duplication and subsequent sequence divergence. In Figure 2, we outline various evolutionary scenarios for the emergence of functional noncoding RNAs.

The first such scenario is the metamorphosis of protein-coding into noncoding RNA gene sequence. The Xist gene encodes an IncRNA that is critical for the inactivation of the X chromosome in eutherian mammals. It has been recently established that several Xist exons and its promoter derive from the “debris” of a protein-coding gene Lnx3 that had acquired frame-disrupting mutations early in the evolution of placental mammals (Duret et al., 2006; Elisaphenko et al., 2008). It is unknown whether this was a two-step metamorphosis, involving an initial degeneration of an erstwhile protein-coding gene, followed by these exons then being subsumed within an emerging Xist gene, or whether these steps occurred concurrently (Figure 2A). However, given that protein-coding and noncoding transcripts are frequently interwoven perhaps Xist emerged gradually, rather than step-wise, and coexisted within a locus that also was transcribed into protein-coding sequence.

Instead of deriving from pre-existing protein-coding sequence, can noncoding RNAs emerge from genomic sequence that was previously devoid of exonic sequence? Predicting noncoding RNA genes that arose from such sequence remains a considerable challenge. It is difficult to build a compelling case that sequence across a broad phylogenetic range has always lacked exons until after the emergence, in one restricted lineage, of a noncoding RNA locus. Nevertheless, one relatively-recent chromosomal re-arrangement provides clues that a dog testis-derived noncoding
RNA has arisen only recently in the canid lineage (Figure 2B). This noncoding RNA locus spans two regions that, in other eutherian mammals retaining ancestral chromosomal structures, are separated by tens of megabases. It appears reasonable to assume that it arose following the intrachromosomal rearrangement after the last common ancestor of canids and bovids ~80 million years ago.

Unlike protein-coding genes, noncoding RNA genes do not appear to form large homologous families. There is scant evidence for large numbers of noncoding RNAs whose sequences are sufficiently similar, outside of transposable elements, to allow common ancestry to be inferred. One study (Ravasi et al., 2006) proposed a family of mouse IncRNAs, typified by transcript AK014924. However, transposable elements span much of this transcript, and homologous sequences elsewhere in the genome are nonexonic and thus appear to be the relics of transposable element insertions. Rare examples of duplicated IncRNA loci include those for mouse nuclear enriched abundant transcript 2 (Neat2) (Hutchinson et al., 2007) and a mouse testis-derived IncRNA (AK019616) that are separately paralogous to nonexonic sequences elsewhere in the genome (Figure 2C). These may reflect past retrotransposition events and thus represent nonfunctional noncoding RNA pseudogenes. Local, tandem, duplications may also generate repeats, such as those observed in S’ regions of Kcnq1ot1 (see below) and Xist transcripts (Figure 2D).

LncRNAs may also emerge following insertions of transposable element sequences. BC1 (brain cytoplasmic RNA 1) and BC200 (brain cytoplasmic RNA 200-nucleotide) noncoding RNAs arose from separate episodes of transposable element exaptation, in the rodent and anthropoid lineages, respectively (Figure 2E). Despite their lack of a common origin, these noncoding RNAs appear to possess similar roles in translational regulation (reviewed in Cao et al., 2006) (see below). As transposable element sequences often coincide with transcription start sites they are also likely to contribute frequently to changes in gene transcript repertoires (Conley et al., 2008).

**RNA Localization, Processing, and Secondary Structure**

LncRNAs are observed in a wide range of different tissues and, as also seen for mRNAs, most are expressed in the brain (Mercer et al., 2008). The spatiotemporal expression profiles of noncoding RNAs in the brain can be exquisite. The Evf2 noncoding RNA (Figure 1) shows highly specific expression in the developing mouse brain, for example (Figure 3). The cellular localization of IncRNAs is also as varied as that seen for protein-coding genes, and a full range of subcellular patterns of expression have been described. By analyzing over 800 noncoding RNAs from the Allen mouse brain atlas, Mercer et al. (2008) observed transcripts in the nucleus, cell body or at one or more foci of adult cerebellar Purkinje cells. Some noncoding RNAs show unusual or unique localization patterns, thereby classifying entirely new subcellular compartments. For example, the subcellular localization of one nuclear, yet polyadenylated, IncRNA occurs exclusively in nuclear speckles, and thus has been given the name Gomafu, meaning “spotted pattern” in Japanese (Sone et al., 2007). Gomafu expression reveals a new domain that does not colocalize with any known nuclear compartment marker.

Most IncRNAs, as well as shorter (<200 nucleotide) noncoding RNAs, tend to be transcribed away from the 5’ or 3’ ends of genes. Nevertheless, expression of IncRNAs has been found to be more concentrated near the promoters and initial exons and introns of genes (Kapranov et al., 2007a). A similar clustering of shorter noncoding RNAs is also observed (Kapranov et al., 2007a). Although these noncoding RNAs may be by-products of abortive initiation or transcriptional pausing, they may also reflect an origin of shorter noncoding RNAs by post-transcriptional processing of IncRNAs (Kapranov et al., 2007a). Nevertheless, as 95% of transcribed sequence lies either in IncRNAs or in short (<200 nucleotide) noncoding RNAs, but not in both, the widespread processing of IncRNAs has yet to be proved (Ponjavic and Ponting, 2007).

Functional RNA sequence thus cannot typically be identified from the processing of longer noncoding RNAs, whose functional
sequence is relatively diffuse, to shorter noncoding RNAs containing high densities of functional sequence. Instead, perhaps it can be pinpointed by in silico predictions of short stem-loop secondary structures. Indeed, we will highlight below examples of proteins that bind to these structured RNA regions.

Approaches to this problem all focus on scoring apparent compensatory mutations for paired bases within conserved sequence. However, approaches that predict stem-loop structures with high precision and sensitivity have yet to be developed (Babak et al., 2007). In contrast to protein-coding genes, therefore, the numbers and repertoires of structured noncoding RNA elements encoded in animal genomes remain to be determined. What is known, however, is that such structures, as expected, are strongly depleted in coding sequence, but are enriched in intergenic, intronic and UTR sequence (Babak et al., 2007).

Noncoding RNAs as Transcriptional Regulators

Eukaryotic gene regulation is traditionally explained by the direct interactions of proteins with other proteins or with DNA to modulate the expression of protein-coding genes. Regulatory networks also have an additional layer of complexity consisting of specific and dynamic interactions between RNA species and DNA or proteins (Goodrich and Kugel, 2006). Transcription of IncRNAs is now known to regulate the expression of genes in close genomic proximity (cis-acting regulation) and to target distant transcriptional activators or repressors (trans-acting) via a variety of mechanisms (for selected examples see Figure 4).

The genomic location of IncRNA transcription is an important facet of their regulatory potential. Cis-NATs, and other exotic RNA species, are frequently derived from within, or near to, protein-coding loci (Carninci et al., 2005; Conley et al., 2008; Katayama et al., 2005; Ponjavic et al., 2007). If promoters lie in close genomic proximity then transcriptional events initiated from them may be coregulated. Coregulation may occur via chromatin remodelling of chromosomal domains (Gribnau et al., 2000), but it also may occur because of “collisions” between transcriptional machineries that are processing along adjacent sequences (Osato et al., 2007). When elongation of one transcriptional event proceeds through a promoter sequence it can suppress this sequence’s ability to initiate a second transcriptional event (Osato et al., 2007). An example of this “transcriptional interference” effect is the perturbed expression of the yeast SER3 gene when the upstream IncRNA SRG1 is actively transcribed or overexpressed (Martens et al., 2004) (Figure 4A). The 3’ end of SRG1 contains regulatory elements within the SER3 promoter, and premature termination of SRG1 transcription prevents repression of SER3 (Martens et al., 2004). Transcriptional interference, regulating expression levels in cis, may represent a widespread function for IncRNAs. This is because strong conservation in promoter sequences of IncRNAs (Carninci et al., 2005), and weaker conservation in the sequences of their transcripts (Ponjavic et al., 2007), are consistent with the act of transcription itself having a greater biological consequence than the transcript sequence.

Transcription of an IncRNA may promote the accessibility of protein-coding genes to RNA polymerases. In yeast, glucose starvation results in the induction of the fbp1 gene and also of several IncRNAs transcribed 5’ upstream (Hirota et al., 2008). Transcription of these noncoding RNAs disrupts chromatin structure, which allows further passage of the transcriptional machinery through the promoter region, thereby promoting expression of fbp1 (Figure 4B). Similar episodes of transcription have been observed to regulate expression within the human β-globin locus (Gribnau et al., 2000).

In other contexts, IncRNA sequences themselves convey functions through binding to DNA or protein. One such sequence, transcribed from a minor promoter upstream of the human dihydrofolate reductase DHFR gene, acts to repress
transcription from the major DHFR promoter (Martianov et al., 2007). Overexpression of the full-length noncoding RNA represses the major DHFR promoter in an RNA-dependent manner. The IncRNA binds to both the major DHFR promoter and the general transcription factor IIB, leading to dissociation of the preinitiation complex from the major promoter (Figure 4C). Triplex formation between the single-stranded IncRNA and double-stranded DHFR promoter is proposed to form a stable purine-purine-pyrimidine triplex structure. Such structures are predicted to be most concentrated around human promoters (Goni et al., 2004), but it remains to be seen whether binding to promoters forming triplex structures is a common IncRNA mechanism.

Noncoding RNAs also regulate transcription in cis indirectly, without binding to DNA. In a recent report, Wang et al. (2008) describe noncoding RNAs whose transcription, upstream of the cyclin D1 (CCND1) promoter, is induced by ionizing radiation. These noncoding RNAs bind to an RNA-binding protein TLS (translocated in liposarcoma), thereby permitting, via an allosteric effect, interactions with histone acetyltransferases; the resultant inhibition of these acetyltransferases causes decreased CCND1 transcription (Wang et al., 2008) (Figure 4D). The authors
speculate that other pairs of noncoding RNA and RNA-binding proteins may yet be found to act in a similar manner.

Another IncRNA whose action depends on forming a ribonucleoprotein complex is Evf2. Evf2 exons lie downstream of Dlx5 and surround Dlx6, both of which are homeodomain genes involved in neuronal differentiation and migration, and limb patterning (Feng et al., 2006) (Figure 1). Single-stranded Evf2 forms a complex with the product of a third homeodomain gene Dlx2 whose sequence lies elsewhere in the mouse genome. This complex activates Dlx5/6 enhancer activity by an as yet unknown mechanism, perhaps by binding directly to an enhancer sequence that is also transcribed within the second exon of Evf2 (Figure 4E). The complex structure of this feedback loop perhaps provides an indication of the level of detail that will be required to fully appreciate how noncoding RNAs might function as regulators of protein-coding genes. These findings, together with the developmental expression profile of Evf2 (Figure 3), show how temporal coordination of the expression of protein-coding genes and noncoding RNAs is likely to be critical to fundamental developmental processes.

A third protein-binding IncRNA is HSR1 (heat shock RNA-1), a 604 nucleotide RNA that, together with eukaryotic translationelongation factor 1A, stimulates trimerization of heat-shock factor 1 (HSF1) (Shamovsky et al., 2006) (Figure 4F). Trimeric, but not monomeric, HSF1 induces the transcription of heat-shock-induced genes by binding to their promoters. Not only is the formation of this complex induced by heat shock, but knockdown of HSR1 by RNA interference causes cells to become thermosensitive. This suggests that HSR1 contributes to a cellular thermosensing device, similar to those in bacteria (Shamovsky et al., 2006).

Other IncRNAs regulate transcription indirectly by controlling the subcellular localization of transcription factors. One such IncRNA affects the localization of the transcription factor NFAT (nuclear factor of activated T cells) perhaps by interactions with nuclear transport factors (Willingham et al., 2005) (Figure 4G). Knockdown of this IncRNA (named NRON, noncoding repressor of NFAT) results in increased NFAT in the nucleus and increased NFAT activity. Further investigation of the binding partners and functions of NRON should, perhaps, focus on its numerous predicted stem-loop secondary structures that are conserved between diverse vertebrates.

The 7SK noncoding RNA (331 nucleotides) represses transcript elongation by Pol II in complex with the elongation factor P-TEFb by downregulating its kinase activity (Nguyen et al., 2001; Yang et al., 2001). Repression also involves a second protein HEXIM1 (hexamethylene bisacetamide-induced protein-1). Dissociation of 7SK and HEXIM1 from P-TEFb promotes P-TEFb kinase activity, and thus enhances Pol II elongation. Stem-loop structures within 7SK are apparent in species as diverse as mammals, molluscs and annelids implying an ancient bilaterian ancestry for this abundant and important transcriptional regulator (Gruber et al., 2008).

Additional noncoding RNAs act as Pol II inhibitors. Mouse B2 is a ~178 nucleotide RNA that was derived originally from short interspersed repeat elements (SINEs). Upon stress conditions such as heat shock, B2 expression is dramatically enhanced leading to repression of transcription for genes such as actin and hexokinase II (Allen et al., 2004; Espinoza et al., 2004). Surprisingly, human Alu RNA also acts as a transcriptional repressor during heat shock, again by binding to Pol II, despite the substantial divergence between human Alu and mouse B2 SINE sequences (Mariner et al., 2008). This has led to the proposal that many noncoding RNAs, including many from active transposable elements, control transcription of specific genes by targeting Pol II in trans (Mariner et al., 2008).

LncRNAs in Epigenetics

LncRNAs have often been implicated in epigenetic gene regulation, and recent results now suggest a more unified model of how they might work. The initial links between imprinting and X chromosome inactivation, the two major epigenetic gene silencing phenomena in mammals, and IncRNAs, were made through the discovery of the H19 and Xist RNAs, respectively. H19 is an imprinted and maternally expressed IncRNA that is spliced, polyadenylated, and exported into the cytoplasm where it accumulates to very high levels (Bartolomei et al., 1991). The function of the H19 RNA is still enigmatic, although it is likely that it plays some role in growth regulation. Recently, it was found that the H19 RNA is host to an exonic microRNA, miR-675, which, as a result, is also imprinted and maternally expressed (Cai and Cullen, 2007). Characteristic features of both the H19 transcript and of miR-675 are conserved in all therian mammals (that is, for at least 150 million years), suggesting perhaps that there is purifying selection on both the IncRNA and its embedded miRNA (Smits et al., 2008). Although the (cytoplasmic) role of H19 needs further investigation, it is interesting to ask how an RNA that is spliced and exported from the nucleus evades destruction by the nonsense mediated decay pathway, which normally surveys RNAs and ensures that only those with extensive open reading frames reach the cytoplasm intact for translation. Indeed, key components of the nuclear miRNA degradation and nonsense mediated decay pathways may regulate the levels of H19 RNA during embryonic stem cell differentiation (Cliaudo et al., 2006).

The Xist RNA, which is crucial for X chromosome inactivation in cis in eutherian mammals (Brockdorff et al., 1991; Brown et al., 1991), shares some similarities with H19 in that it is also spliced and polyadenylated, and its stability is regulated by the same nonsense mediated decay pathway as H19. However, this is probably where the similarities end, because Xist evades export into the cytoplasm and instead is associated as an RNA domain or compartment with the X chromosome that it inactivates (Clemson et al., 1996). This “coating” of the chromatin region that is silenced provided the first model of how IncRNAs might be involved in stable epigenetic gene silencing in cis. Indeed, it is now thought that the Xist RNA establishes a specialized nuclear compartment devoid of Pol II, into which most of the chromatin of the future inactive X chromosome becomes localized during inactivation (Chauvel et al., 2006). A particular region of the Xist RNA is necessary for the formation of this specialized nuclear domain, whereas another region is required for translocation into the domain of X-linked genes and their consequent silencing (Chauvel et al., 2006). Interestingly, “coating” is stably associated in cis with the inactive X chromosome even in metaphase, thus potentially providing one layer of an epigenetic memory for the inactive X to remain silent over many cell divisions (Jonkers et al., 2008).
Subsequent to locating into the Xist RNA domain, X-linked genes become silenced and lose activating histone modifications (such as acetylation) and gain repressive ones (particularly H3K27me3 and H2A K119ub1 induced by the Polycomb repressive complex PRC2 and PRC1, respectively). In addition, they become marked by the incorporation of the histone variant macroH2A and localized close to the nucleolus (reviewed in Wutz and Gribnau, 2007). Recently, it was shown that a segment of the Xist RNA (called RepA) is important for the targeting of Ezh2 (a component of PRC2) and hence H3K27me3 to the X chromosome (Zhao et al., 2008). Finally, many CpG islands of gene promoters on the inactive X become methylated; RNA coating together with histone modifications and DNA methylation together probably constitute the epigenetic memory by which the inactive state of the chromosome is mitotically heritable (Wutz and Gribnau, 2007). The Xist RNA is indeed required during a critical window in early development, overlapping with the commitment to differentiation of pluripotent stem cells, for the establishment of gene silencing and epigenetic memory (Wutz and Jaenisch, 2000). In somatic cells, however, the Xist gene can be deleted without significant loss of gene silencing, suggesting that once a memory based on DNA and perhaps histone methylation is established, the silencing domain originally created by the IncRNA is no longer required (Brown and Willard, 1994).

Imprinted gene clusters in the eutherian genome contain many other IncRNA genes aside from H19, most of which are imprinted themselves (Peters and Robson, 2008). A subclass of these non-coding RNAs is of primary importance in epigenetic regulation throughout the clusters, whereas others may have more local functions. Hence, the IncRNAs Kcnq1ot1, Air, and Nespas are all paternally expressed, and repressed on the maternal allele by promoter DNA methylation originating in the oocyte (Peters and Robson, 2008). There is very little splicing of these RNAs, which are therefore largely colinear with DNA, and possibly as a consequence, very long (Pandey et al., 2008; Redrup et al., 2009; Seidl et al., 2006). Perhaps during their evolution they have lost the capacity to be spliced in order to evade the nonsense mediated decay pathway. By deletion of the promoters of Air and Kcnq1ot1 (Fitzpatrick et al., 2002; Wutz et al., 1997), or by truncation of the RNA through insertion of premature polyA signals (Mancini-Dinardo et al., 2006; Shin et al., 2008; Sleutels et al., 2002), it was found that the IncRNAs or the act of their transcription is necessary for epigenetic gene silencing of imprinted genes (on the paternal chromosomes) in the Igf2ri/Air and Kcnq1ot1 clusters, respectively. In addition to gene silencing, the IncRNAs (or their transcription) are required for the acquisition of repressive histone marks (H3K27me3, H3K9me2) and DNA methylation (in some genes) throughout the imprinting clusters, which are up to 800kb in size (Lewis et al., 2004; Nagano et al., 2008; Pandey et al., 2008; Regha et al., 2007; Umlauf et al., 2004). Further striking similarities with the process of X chromosome inactivation include the fact that both Xist and Kcnq1ot1 (Lewis et al., 2006) are paternally expressed from the two-cell stage of embryonic development (this initial phase of X inactivation occurs on the paternal X, which hence is imprinted). In addition, Kcnq1ot1 apparently induces epigenetic gene silencing during a critical window of opportunity in early development (Green et al., 2007), just as Xist does (Wutz and Jaenisch, 2000).

A number of models have been suggested to explain how IncRNAs in imprinting clusters might regulate epigenetic gene silencing in cis. Imprinting clusters also contain small RNAs, some of which are processed from IncRNAs (Peters and Robson, 2008). This may suggest the possibility that the RNA interference pathway is involved in targeting gene silencing by local formation of heterochromatin. This idea has been tested genetically using a conditional knockout of Dicer. Imprinting in the Kcnq1ot1 cluster was unaffected by the loss of Dicer (Redrup et al., 2009), and so was X inactivation in one study (Nesterova et al., 2008), whereas in another study some aspects of X inactivation were apparently affected by the small RNA pathway (Ogawa et al., 2008). It is also possible that the act of transcription through the gene regions of the imprinted IncRNA is important. Indeed, a specific proposal has been made that transcription through an enhancer element for Igf2r by the Air RNA might be critical for the silencing of this gene on the paternal chromosome (Pauler et al., 2007). On the other hand, the many similarities with X inactivation raise the question of whether “coating” by autosomal IncRNAs might be involved in epigenetic gene silencing.

A number of recent studies suggest that this is indeed the case (Pandey et al., 2008; Redrup et al., 2009; Terranova et al., 2008; Nagano et al., 2008). For both Air and Kcnq1ot1, it was found that the RNA appears to establish a nuclear domain, which is closely associated with the genes that are inactivated in cis, whereas genes outside the cluster, which are not regulated by the IncRNA, are found outside the nuclear RNA domain (Figures 4H and 5). The Kcnq1ot1 RNA domain excludes Pol II and is enriched with Prc1 and Prc2 components (Terranova et al., 2008). The Kcnq1ot1 RNA also binds to the histone methyltransferase G9a (Pandey et al., 2008); the Air RNA also binds to G9a and appears to target this enzyme to a silenced gene in the cluster (Nagano et al., 2008). In combination, therefore, these new findings show that critical mechanistic aspects of epigenetic silencing in mammalian gene clusters are probably shared between X inactivation and autosomal imprinting. An intriguing possibility is that mechanisms based on nuclear RNA domains not only operate in epigenetic silencing in cis, but also perhaps in trans, where for example the HOTAIR IncRNA is involved in targeting gene silencing and histone marks to particular genes in the Hox cluster (Figure 4I) (Rinn et al., 2007). The idea that IncRNAs themselves target epigenetic modifiers (such as Ezh2 or G9a) to the regions they inactivate is enticing, but this possibility is difficult to disentangle from that of the RNAs establishing nuclear compartments for silencing, which inevitably brings them close to repressive chromatin and the epigenetic modifiers that regulate repressive chromatin. Another important link between IncRNAs and DNA methylation in imprinted genes in germ cells has recently been discovered; it seems that transcription by IncRNAs through imprinting control elements attracts DNA methylation to these elements (Chotalia et al., 2009). Overall, an important role of IncRNAs might be the targeting of epigenetic gene silencing (or activation) across cell divisions, thus contributing to the maintenance of cell identity in multicellular organisms. It is worth noting that in contrast to the conservation of the cytoplasmic IncRNA H19 in therian mammals, IncRNAs that
Figure 5. Long-Distance Silencing by Kcnq1ot1

The paternally expressed long noncoding RNA (lncRNA) Kcnq1ot1 regulates epigenetic gene silencing in an imprinted gene cluster in cis over a distance of 780 kb. Gene silencing by the Kcnq1ot1 RNA involves repressive histone modifications including H3K9me2 and H3K27me3, which are brought about by G9a and Ezh2 histone methyltransferases. Kcnq1ot1 is transcribed by RNA polymerase II, is unspliced, relatively stable, and localized in the nucleus. RNA/DNA fluorescence in situ hybridization (FISH) experiments show that the Kcnq1ot1 RNA establishes a nuclear domain within which the genes that are epigenetically inactivated in cis are frequently found, whereas nearby genes that are not regulated by Kcnq1ot1 are localized outside of the domain.

(A) RNA FISH signals of Kcnq1 (protein coding), Kcnq1ot1 (lncRNA in imprinting cluster), and Xist (lncRNA critical for X chromosome inactivation) in mouse placental sections. Note the small signal of Kcnq1 (arrows), which is typical of the primary transcript of a protein-coding gene, the large coating signal of Xist, and the intermediate size signal of Kcnq1ot1.

(B) Volumes of RNA FISH signals were measured following confocal microscopy and the frequencies of different volume classes were plotted. Volume distributions of the three transcripts are different, with Kcnq1 occupying the smallest volume, Kcnq1ot1 intermediate, and Xist the largest volume. Hence, autosomal lncRNAs may be able to establish nuclear domains, which might create a repressive environment for epigenetic silencing of adjacent genes. LncRNAs in imprinting clusters and the Xist RNA on the inactive X chromosome may thus regulate epigenetic gene silencing by similar mechanisms.

Images in A, courtesy of L. Redrup; B, modified from Redrup et al., 2009. The scale bar represents 10 μm.

are involved in epigenetic gene inactivation in imprinting clusters or the X chromosome seem to have arisen more recently and are only present in eutherians (Peters and Robson, 2008; Smits et al., 2008). Hence, Xist is a protein-coding gene in marsupials that is unlikely to be involved in X inactivation (Duret et al., 2006), and neither Air nor Kcnq1ot1 have been identified in marsupials (Kilian et al., 2000). Therefore lncRNAs involved in cis inactivation of larger genomic regions by epigenetic mechanisms may have particularly arisen in response to selective pressures that inten-

ified the evolution of genomic imprinting in eutherian mammals (Smits et al., 2008).

LncRNAs and Disease

LncRNAs have been linked to disease. In most instances, however, evidence has relied on differences in transcript expression levels between disease- and nondisease-associated states (reviewed in Szymanski et al., 2005). For example, increased expression of either BC200 or an antisense transcript of the β-secretase-1 (BACE1) gene has been implicated in the progression of Alzheimer’s disease (Faghihi et al., 2008; Mus et al., 2007). Nevertheless, it is important to stress that altered levels of lncRNA expression need not necessarily be relevant to disease etiology.

More definitive evidence would require results from genome-wide approaches. Nevertheless, whole genome mutagenesis experiments have yet to locate causative lesions in noncoding sequence. Moreover, genome-wide association studies have only rarely pinpointed high-risk alleles within noncoding RNA genes (e.g., Broadbent et al., 2008) and these may yet be found to reflect changes in long-range control of protein-coding gene expression, rather than altered noncoding RNA function. Evidence for disease-association might also accrue from directed experiments in model organisms, such as mouse. One such example concerns BC1, a rodent-specific noncoding RNA. BC1-deficient mice exhibit reduced exploration and increased anxiety and they show increased mortality, relative to wild-type, when kept within a semi-natural environment (Lewejohann et al., 2004). The neural phenotype of BC1 is consistent with its known interaction with both FMRP, the product of the fragile X mental retardation gene (FMR1), and with mRNAs regulated by FMRP (Zalfa et al., 2003). It is the 5’-stem-loop structure of BC1 that is required for the FMRP interaction, forming a stable FMRP-BC1-mRNA complex that represses translation (Zalfa et al., 2003).

Demonstration that mutations in noncoding RNAs are associated with disease has been provided by a mouse model of human spinocerebellar ataxia type 8 (SCA8) (Moseley et al., 2006). Patients show a trinucleotide (CUG) expansion in a non-coding RNA termed ataxin 8 opposite strand (ATXN8OS), an antisense transcript to the KLHL1 gene (Koob et al., 1999). Transgenic mice containing this pathogenic CTG expansion in their DNA show a progressive neurological phenotype, with mice containing the highest CTG copy number, as with human patients, being worst affected. From these studies it appears that SCA8 proceeds via gain-of-function mechanisms involving both a noncoding RNA (ATXN8OS) and a polyglutamine protein mRNA transcribed from the opposite strand (Moseley et al., 2006). Repeat expansions appear also to be pathogenic at the RNA level in myotonic dystrophies (reviewed in Ranum and Cooper, 2006; see Review by T. A. Cooper, L. Wan, and G. Dryfuss on page 777 of this issue). Tri- or tetra-nucleotide repeat expansions, when transcribed into noncoding RNA, are proposed to form hairpin structures that sequester splicing regulators away from their normal pre-mRNA targets. Symptoms of myotonic dystrophies in multiple organ systems are suggested to arise from the systemic misregulation of pre-mRNA splicing.
Future Perspectives

On the one hand, the low degree of sequence constraint and the current absence of associations to disease might be argued to imply that IncRNAs contribute little to a species’ biology. On the other hand, because large numbers of IncRNAs, when considered together, exhibit signatures of evolutionary constraint it is apparent that past mutations in functional sequence have been deleterious and have thus been preferentially purged from populations. Taken together these observations imply that each IncRNA contributes, albeit only slightly, to an organism’s fitness, yet large numbers of IncRNAs contribute substantially when they are considered in aggregate. If so, then only rarely would obvious phenotypes arise when the transcription of a single IncRNA is disrupted, and thus only rarely will the mechanisms of individual IncRNAs be determined from simple experiments. Instead, elucidating the more subtle cis- and trans-regulatory roles of IncRNAs may require technological developments in both in vivo imaging of RNAs at high-resolution, and high-throughput identification of protein, RNA and DNA-binding partners of IncRNAs. Moreover, only when such experiments have been performed across a range of diverse species will the rates of functional IncRNA gain and loss be apparent. Lineage-specific IncRNAs may contribute substantially to innovative biological traits, or they may do so only rarely, leaving such traits to be derived from changes in DNA regulatory elements or in mRNAs. It is to be hoped that the recent burst of interest in IncRNAs will foreshadow resolution of all of these issues from wide-ranging experimental discoveries about the evolution and functional mechanisms of IncRNAs.
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